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Multi-Mission Support for Current and Future Systems Table 1. CGS Scalability Requirements and Enablers
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Figure 4. CGS Architectural Extension Points
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For example, the addition of Data Acquisition and
Routing support for DMSP required the use of
Legend extension points 1 (configuration of CGS receptors at Summary

OX = Original Transmission; RX = Re-transmission;
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Figure 3. Block 2.0 ConOps (code to package the raw data into HDF) and 5 (delivery
' ' of the raw data to a local delivery point at the NSOF).
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